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is given by the average of the radial component of ⌘1⇥⌘2

taken over all patches in the sky centered on photons with
energy E3, and ⌘a are the average locations of photons
of energy Ea within a patch.

An intuitive picture for the meaning of the correlator
is shown in Fig. 2. We observe photons of three di↵er-
ent energies (illustrated by three di↵erent colors) on the
cut-sky away from the galactic plane. We assume that
the highest energy E3 photons approximately represent
the source directions. Lower energy (E1 and E2) photons
in patches of some radius R around the position of the
E3 photon are more likely to be from the same source.
Then we consider the vectors in the patches as shown in
Fig. 2 and ask if the directed curves from E3 to E2 to
E1 are bent to the left or to the right, i.e. are the pho-
tons of decreasing energy in patterns of left-handed or
right-handed spirals? A positive (negative) value of the
statistic Q implies that there is an excess of right-handed
(left-handed) spirals in the gamma ray sky.

Next we measure the value of Q on the emission de-
tected by the Fermi-LAT, using ⇠ 60 months of data.
The data were processed with the FERMI SCIENCE
TOOLS [15] to mask regions of the sky heavily con-
taminated by Galactic di↵use emission and known point
sources. We selected LAT data from early-August 2008
through mid-August 2013 that were observed at galac-
tic latitudes, |GLAT | � 50�. To ensure that the events
are photons with high probability, we use the Pass 7
(V6) CLEAN instrument response function. Contamina-
tion from photons produced by cosmic-ray interactions in
the upper atmosphere is avoided by excluding events with
zenith angles greater than 105�, and only data for time
periods when the spacecraft’s rocking angle was below
52� were considered. Since we are interested in the dif-
fuse emission, we mask out a 3� angular diameter around
each source in the First LAT High-Energy Catalog [16].

We restrict our analysis to the energy range 10 � 60
GeV where the point spread function (PSF) of the instru-
ment is small enough, and we bin the data in 5 linearly
spaced energy bins of width �E = 10 GeV. We will label
events with energies in (E,E +�E) by E, e.g. 10 GeV
photons refers to data in the (10, 20) GeV bin. The total
number of photons above 60� in each of the five bins of
increasing energy is 5914, 1433, 626, 294 and 147.

Then we evaluatedQ using Eq. (5) for patches of radius
R = 1��20� and for each of the six possible combinations
of E1 < E2 < E3 = 50 GeV as shown in Fig. 3. The left
and right columns display the analysis with E3 = 50 GeV
photons that are restricted to lie with absolute galac-
tic latitude larger than 70� and 80� respectively. For the
smallest values of R some of the patches centered on the
highest energy E3 events will not contain any low-energy
photon, and we set Q = 0 in this case. To each data point
we associate the “standard error” bar, which is given by
the standard deviation of the distribution of Q values
over di↵erent patches, �Q, divided by

p
N3 where N3 is

the number of E3 photons, which is the same as the num-
ber of patches. Thus, �Q = �Q/

p
N3. We also evaluated

errors due to the Fermi-LAT PSF. As the PSF is on the
order of arc minutes, these resolution errors are negligi-
ble compared to the standard error and are not shown.
For comparison, we have generated mock data using a
uniform distribution of gamma rays at each energy. The
mean value of Q and its standard deviation are evaluated
over 104 realizations of synthetic data that are treated
exactly like the real data. As shown in Fig. 3, the mean
value for the mock data is zero and the 1� spreads are
larger than the standard error obtained with real data.
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FIG. 3. Q vs. patch radius in degrees for di↵erent combina-
tions of {E1, E2} 2 {10, 20, 30, 40} GeV when patches cen-
tered on E3 = 50 GeV photons are considered at absolute
galactic latitude greater than 70� (left column) and 80� (right
column). Also, shown are 1� spreads (magenta error bars)
obtained from simulated data. Q values that are non-zero at
greater than 2� are shown by red squares in the plots.

Non-zero values of Q at greater than 2� level occur for
several energy combinations and for di↵erent patch sizes.
More significantly, the (10,40) energy combination plot
in the right column shows > 2� deviations from zero for
all patch sizes from R = 9� � 20�. We should keep in
mind, however, that we have scanned over several pa-
rameters and the actual significance of our results should

09/2013

“clean” as prescribed 09/2013. “clean” as prescribed 01/2014.


